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1 Introduction

"Membrane systems are computing devices abstracted from the functioning of the living cells." These and similar sentences can be found in hundreds of publications about models, results, and ideas in a recent area of molecular computing, in the theory of membrane systems or P systems. The research field has been launched by Gheorghe Păun in 1998 [22], with the inspiration to construct a framework which provides us with effective and powerful computational tools and, at the same time, it gives the possibility to study and simulate natural processes. Since 1998, the fruitful idea has been extensively and intensively explored, the theory of membrane systems or P systems has proved to be a successful and promising area of unconventional models of computation. Several variants of the basic notion have been introduced and investigated proving the power of the framework; the interested reader is referred to [23, 24, 27] for basic information, and to the book [26] for a summary of the achievements and open problems in the area. The reader also can consult the P systems web page with a lot of downloadable papers and information [28].

The main components of P systems are membrane structures consisting of membranes hierarchically embedded in the outermost skin membrane. Each membrane encloses a region containing a multiset of objects and possibly other membranes. Each region has an associated set of operators operating on the objects contained by the region. These operators can be of different types, they can modify the multisets of objects in the regions but also can provide the possibility of transferring the objects from one region to another one. The first type of these operations are the so-called evolution rules, which can be applied in parallel across all membranes or in a sequential manner. The rules to be applied are chosen nondeterministically, that is, if an object can evolve according to more than one evolution rule at the same time, than any one can be chosen. The second types of rules, providing the possibility of transportation of objects, are called communication rules.
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At any moment of time, the membrane system can be described by its configuration which consists of the actual membrane structure and the contents of the regions. (We note that some of the variants of P systems allow to dynamically change the membrane structure.) In this sense, membrane systems can be considered as computing devices: starting from an initial configuration, the system evolves by passing one configuration to another one, thus realizing a computation. If the system halts, that is, no rule can be applied anymore, the computation is successful. For more details and the different variants the reader is referred to [26, 28]. However, we also can see that the sequence of configurations describes the behaviour of the P system, thus they can be investigated from system theoretic points of view as well.

Considering the P systems briefly described above, the reader can observe that these constructs restrict their functioning to the membranes and to the contents of the regions, the system is not in interaction or communication with its surrounding environment, with the outside world. However, since P systems attempt to model living cells and the cell communicates with its biological environment, it is reasonable to take this aspect also into account. Thus, studying variants of P systems, where the system is in communication (in interaction) with its environment is a well-motivated area of research in membrane systems theory. This communication can be interpreted in several manner: One possibility is, for example, that the environment represents an infinite (finite) supply of objects, from which individual objects or multisets of objects can be or must be imported in the system by the skin membrane under the functioning of the system. It is easy to see, that these P systems can be considered as automata or accepting systems (P automata or variants of accepting P systems), since the configuration of the membrane system changes due to both the accepted (imported) objects and its actual state.

Although the idea of defining accepting variants of P systems is a very reasonable one, the theory of P automata or accepting P systems explicitly was inspired by two problems raised by Gheorghe Păun. The first, from [25] is the following. "What about the possibility of considering a class of P systems, meant to compute, where no rule for objects evolution appears, but only rules governing object communication from a region to another one". The second, from [26], Problem Q32: "What about using P systems as accepting devices?"

Motivated by these questions, the first variant of P automata was introduced in [6], realizing a purely communicating, accepting P system (see also [7]). Almost at the same time, a closely related notion, the analysing P system was introduced in [10], formulating another concept for defining of an accepting P system. Both types of membrane systems proved that not only generating but accepting P systems are sufficiently powerful tools for computing. Since that time, several variants of P automata have been introduced and studied, for more information the reader is referred to the excellent summary [20] and for further details to the articles referred in the on-line bibliography [28]. Although all of these models are accepting P systems, they differ from each other in several properties: in the way of communication with the environment, in the types of communication rules used by the regions, in the way of the functioning of the membrane system (whether or not it has evolution rules), and in the way of defining the acceptance.

In the following, without the aim of completeness and without the formal details.
- that can be found in the corresponding articles - we briefly recall some models and discuss their computational power. Finally, we propose some new topics and problems for future research.

2 Variants of $P$ automata: power and size

As we mentioned above, the first variant of $P$ automata was introduced in [6], as a purely communicating accepting $P$ system with one-way (top-down) communication. According to this model, under some given conditions, a multiset of objects can be imported into a membrane $i$ from its parent membrane $j$; the skin membrane can import a multiset of objects from the environment (the outer region). The environment is supposed to contain infinitely many copies of any object. The conditional communication (transportation) rules are syport rules with promoters of the form $(y, in)_x$, where $x$ and $y$ are multisets of objects. The rule $(y, in)_x$ means the following: For $x, y \neq \varepsilon$, if $x$ is contained in region $i$ and $y$ is contained in its parent region, then the objects of $y$ must leave the parent region and enter region $i$. If $x = \varepsilon$, then the region $i$ must be empty, if $y = \varepsilon$, then no object is requested form the parent region. Starting from an initial configuration, which is given as an $n$-tuple of multisets of objects - supposing that the $P$ system consist of $n$ membranes -, a computation is performed by applying the rules sequentially. That is, any step of the computation only one, non-deterministically chosen rule is applied in the region. The computation stops if the functioning of the system aborts, that is, no rule can be applied in some of the regions. The configuration of the system enters a so-called final state, which is defined by non-empty sets of multisets $F_i$ assigned to any region $i$, if the contents of the region coincides with an element of $F_i$. If for some region $j$, $F_j = \emptyset$, then a configuration can be final regardless of the contents of region $j$. The sequence of multisets of objects requested by and entered the skin membrane during the computation forms the so-called input sequence of the $P$ automaton; an input sequence is accepted by the membrane system if it is consumed by the skin membrane under the functioning of the system starting from the initial state and entering a final state. The language of the accepted input sequences is called the language of the $P$ automaton.

The reader can observe that the sequence of multisets of objects requested by the skin membrane of the $P$ automaton from the outer region can be considered as an input sequence, and the regions are related to tapes which change their contents in parallel depending on the input. Thus, we define a sequence of multisets of objects accepted by the $P$ automaton as an input sequence which, after being consumed by the skin membrane, causes the system to enter a final state.

These variants of $P$ systems proved to be very powerful computational tools: in [6] it was shown that any recursively enumerable language can be obtained as a mapping of the language of a one-way $P$ automaton, even with systems with only seven membranes. To prove the result, a widely used technique from membrane computing was applied, the simulation of a two-counter machine by a $P$ system. While the result proved to be useful and interesting, the question about the exact characterization of the language classes of $P$ automata remained open.
Although the original model allowed only symport rules with promoters to use, and even in a sequential manner, it appeared to be reasonable to extend the formalism to systems with both symport and antiport rules and with or without promoters and inhibitors. Moreover, it also appeared to be natural to consider not only the sequential, but the maximally parallel manner use of communication rules as well.

The answer to the previously mentioned question was given in [5], where the classes of languages of $P$ automata, with the above extensions of the original notion, were characterized. It was shown that if the rules of the $P$ system are applied sequentially, then the accepted language class is strictly included in the class of languages accepted by one-way Turing machines with a logarithmically bounded workspace, while if the rules are applied in the maximal parallel manner, then the class of context-sensitive languages can be determined.

In the sequential case, the number of different multisets that may ever enter the system is finite which means that there is a natural one-to-one correspondence between these multisets and the symbols of a finite alphabet. This is not necessarily so when the rules are applied in the maximal parallel way, in this case $P$ automata can be considered as devices accepting finite strings over an infinite alphabet. However, the case of infinite alphabets was not studied in the above paper, instead a mapping that maps the infinite set of different multisets to a finite alphabet was used, thus it was possible to speak of languages accepted by $P$ automata using the rules in the sequential or in the maximal parallel manner, the languages being in both cases over a finite alphabet. We note that the case of infinite alphabets would be of particular interest for future research.

A concept developed from the original variant of $P$ automata [6] was introduced in [19], we can call it $P$ automata with states, where each membrane has a state from a given finite set, and the communication rules are of the form $(pq, in)|_{pt}$, where $p, q$ are states and $x, y$ are multisets of symbols. The rule means the following: for $x, y \neq \varepsilon$, if $x$ is contained in region $i$ which is in state $q$ and $y$ is contained in its parent region, then the objects of $y$ must leave the parent region and enter region $i$ and then the state of the region $i$ is changed for $p$. If $x = \varepsilon$, then the region $i$ must be empty, if $y = \varepsilon$, then no object is requested from the parent region. The notion was also motivated by tissue like $P$ systems, and unlike the sequential application of the rules in the original variant of $P$ automata from [6], the authors consider maximal mode application of rules (given for tissue $P$ systems). It was shown that these constructs describe the recursively enumerable sets of vectors of natural numbers.

Improvements of results from [6] and [19] were presented in [9]. It was shown that one-way $P$ automata are able to compute any recursively enumerable language, even in the case of having only two membranes, and with promoters and moved multisets of size (elements) of two. The authors also proved that the result from [19] can be extended to languages, moreover, to obtain computational completeness it is sufficient to consider only rules of restricted forms.

Some further models which are closely related or related to the original one are the $P$ automata with priorities (among the rules) [4], the evolution-communication $P$ automata, where both communication and evolution rules are allowed to use [1], and the $P$ automata with tapes [18], where the input can be found on a tape which is transferred across the membranes during the computation. We note that
although the concept of $P$ automata was formulated to develop a concept for purely communicating, accepting $P$ systems, if we consider $P$ systems as models of evolving (dynamically changing) systems interacting with their environments, $P$ automata with both communication and evolution rules are of particular interest.

Similarly, an interesting and well-motivated concept is introduced in [2, 3], where so-called active $P$ automata is defined. In this case, unlike the previously defined variants, the construct computes with the structure of the membrane system, using operations like membrane creation, division, and dissolution. Briefly, in an active $P$ automata the accepting computation starts with one membrane which contains the string to be accepted and some other information. The computation follows according to the input string and during the evolution membranes can be created or dissolved. The computation ends, when all input symbols are consumed and also some termination condition is fulfilled. The authors demonstrate how to apply these constructs in natural language processing, in parsing. As in the previous case, we would like to mention that these and similar variants of $P$ automata, where the membrane structure can dynamically change under functioning is of particular interest, since it makes closer the concept to natural systems.

Another model, strongly motivated by natural processes taken place in cells is the so-called $P$ automaton with membrane channels, see [13, 20, 21] for the details. In this case, the sets of communication rules of the regions are of the following forms: $<P; x, out; y, in>$, the so-called activating rules, and $<b, out; Q>$ or $<b, in; Q>$, the so-called prohibiting rules. In this model, starting from the initial configuration, the system passes configurations by using its rules in a nondeterministic, maximally parallel manner, where the activating rules and the prohibiting rules mean the following: Let $x = x_1 \ldots x_m$ and $y = y_1 \ldots y_k$. Then, an activating rule $<P; x, out; y, in>$ means that by the activator multiset $P$ an output channel for each symbol $x_i$ is activated, and for each $y_j$ an input channel is activated. Then, each activated channel allows the transport of one object $x_i$ and $y_j$, provided that no inhibitor multiset $Q$ is active by a prohibiting rule, respectively. This model proved to be computational complete as well, moreover, it was shown that one membrane with singleton activators and inhibitors is sufficient to obtain this computational power. Analogous results were obtained about so-called initial $P$ automata with membrane channels. (Roughly speaking, in the case of an initial automaton, the multiset to be analysed is initially put into a specified membrane together with possibly some other objects (symbols).)

Continuing the investigations of the role of conditions associated with the constituents of the membrane systems, the notion of (initial) $P$ automata with conditional communication rules associated with the membranes was introduced and studied (see [20], and [11] for background information). The rules of these constructs are of the form $(P_{in}, Q_{in}; P_{out}, Q_{out}; y, in; x, out)$, which means that the transporting of the multiset $x$ outside the membrane and the transporting of multiset $y$ inside the membrane is possible if and only if the promoting multisets $P_{in}$ and $P_{out}$ are present in the respective regions, while the inhibiting multisets $Q_{in}$ and $Q_{out}$, respectively, cannot be found in them. As it was expected, these variants of $P$ automata proved to be computationally complete, even in the case with one membrane and singleton promoters, inhibitors, and transported objects.
The original variant of $P$ automata and the above variants used final configurations for determining acceptance (in some sense, we can consider active $P$ automata to be with this feature as well). However, accepting computation can also be defined by halting, thus being closer to the original concept of defining computation in membrane systems.

In analysing $P$ systems (with antiport rules), introduced in [10], this way of accepting is defined. The concept was published just after, almost at the same time as the one-way $P$ automaton. According to this idea, the membranes of the $P$ system have only communication rules which are antiport rules of the form $(x, \text{out}; y, \text{in})$, which means that a multiset $x$ is sent out from the membrane and a multiset $y$ is taken into the region of the membrane from the surrounding region. (Notice that these rules are not with promoters and/or inhibitors). Starting from an initial configuration, which is given by the membrane structure and the initial multisets in the regions, the $P$ system performs computation steps, by applying its rules in a maximal parallel way. The skin membrane communicates with the outside world, with the environment, where only terminal symbols as objects can be found. A sequence of computation steps is successful, if and only if the system halts after a while. Then, the analysed string is the sequence of terminal symbols that were taken from the environment. If more than one terminal symbol is taken from the environment in one step, then any permutation of these symbols is considered as a valid subword of the input string. It was shown that these systems compute any recursively enumerable language, moreover, only one membrane using antiport rules with radius $(1, 2)$ or $(2, 1)$ is sufficient to obtain this computational power. (The radius of $x$, respectively $y$, is the number of its elements.) Moreover, the computational completeness of these constructs was demonstrated also in the case, where the multiset over the set of terminal symbols is initially put into a specified membrane together with possibly some other, non-terminal symbols (for initial analysing $P$ systems).

An important variant of the concept of accepting $P$ systems are, the so-called catalytic $P$ automata or $P$ systems with catalysts [8, 12]. Catalytic $P$ systems were introduced already in [23], these are membrane systems with special objects called catalysts which are used in the evolution rules. In these systems, the evolution rules are of the forms $a \rightarrow v$ or $a \rightarrow cv$, where $c$ is a catalyst, $a$ is an object which is not catalyst, and $v$ is a string from $((V \setminus C) \times \{\text{here, out, in}\})^\ast$. ($V$ is the set of objects and $C$ is a proper subset of $V$, the set of catalysts.) In these systems the transition between two configurations is governed by the evolution rules, done in parallel, that is, any object which can be a subject of evolution, must evolve according to a local rule. The transportation of the objects is realized through the targets added to the evolution rules, namely, $\text{in, out, here}$. Catalytic systems have been in the focus of interest since the beginning of $P$ systems theory. For the case of $P$ automata with catalysts particularly important and interesting results were obtained, in [8] it has been shown that for $P$ systems with external output only one membrane and two catalysts are sufficient to obtain computational completeness. The proof is based on an inventive proof technique simulating the register machine.

Another interesting model was introduced in [15, 16, 17], as a restricted variant of communicating $P$ systems, called the restricted communicating $P$ system. In
this case, the objects taken from the environment can only be those one which have already been present in the system at the initialization, and were sent out from the system. The system has special evolution rules, which are of the form \(a \rightarrow a_\tau \), or \(ab \rightarrow a_\tau b_\tau\), or \(ab \rightarrow a_\tau b_\tau c_{\text{come}}\). Letters \(a, b,\) and \(c\) denote objects, while \(\tau, \tau_1, \tau_2 \in \{\text{here, out}\} \cup \{\text{in}_j \mid 1 \leq j \leq n\} \) (\(n\) is the number of the membranes in the system). For an object, \(\text{out}\) means that it is transported out from the region, \(\text{in}_j\) means that it is transported from membrane \(j\) in, while \(\text{here}\) refers to that it must stay in the same region. Evolution rules of the third type can be used only in the skin membrane, with the meaning that an object \(c\) is transported in from the environment. (Remember, that this is only possible if a \(c\) had already been sent out from the membrane system.) Thus, the number of objects in the \(P\) system and its environment together remains the same under the computation. It was shown that these constructs are equivalent to two-way multi-head finite automata over bounded languages. Moreover, it also has been proved that the number of membranes in these \(P\) systems induces an infinite hierarchy according to their computational power. We should note that this type of \(P\) automata is particularly interesting, since in this case the system has a bounded environment, more precisely, its actual environment consists of those objects which are temporarily or for ever non-activated (they are sent out, are not in the membrane system).

Another variant of \(P\) automata, with well-founded motivation is the so-called \(\omega\)-\(P\) automata [13, 14]. In this work, a special type of \(P\) automaton is introduced (with membrane channels and antiport rules), to simulate the functioning of \(\omega\)-Turing machines, that is, actions of Turing machines on infinite words. To formulate the proper notion, special efforts and considerations had to be made, since in \(P\) systems successful computations are usually defined by halting and the failing computations are defined by non-halting (with failure symbols with rules for allowing infinite computations). In the case of infinite words to be analysed, failing computations must stop. The authors were able to show that for any well-known variant of acceptance mode of \(\omega\)-Turing machines one can construct an \(\omega\)-\(P\) automaton which simulates the computations of the corresponding \(\omega\)-Turing machine. These types of \(P\) automata are of special interest, since assuming a \(P\) automaton as a system being with interaction in its environment, we also should consider communication processes not limited in time.

The previous models demonstrated that the different variants of \(P\) automata are - almost in any case - computationally complete computational devices, and this power can be obtained even with systems with bounded size. Although it is an important issue to determine the computational power of accepting \(P\) systems, we should also pay attention to the characteristics of the way of their functioning as well. Among these properties, determinism plays an outstanding role. However, while it is easy to formulate a concept describing determinism, for example, for context-free grammars, this is not the case for sophisticated constructs with sophisticated behaviour as \(P\) automata. A successful attempt has been made in [20], where so-called \(k\)-determinism (a "weak" type of determinism) was introduced and interpreted, based on the computation tree in \(P\) automata. This means, by [20], that for "every run starting from an initial configuration, if at any moment going at most \(k\) steps further for an arbitrary choice of productions to be applied, it can
be decided (i.e. syntactically checked) which might be a reasonable continuation that possibly may lead to successful acceptance.” An important and typical result is, that for every recursively enumerable set of vectors of natural numbers there exists a 2-deterministic initial analysing $P$ system with antiport rules with radius (2,1) or (1,2). The notion of $k$-determinism, and the notion of determinism at all, raises several further interesting research topics for the future. Investigations in the determinism of $P$ automata is certainly of among the most interesting topics, and a lot of new results in the area are expected in the future.

3 Topics for future research

Investigations in the theory of $P$ automata expected to be continued in several directions. Firstly, $P$ automata can be considered as constructs attempting to build a bridge between automata theory and membrane systems theory, thus similarities and differences between the two fields are certainly of interest. But, as we mentioned in the Introduction, $P$ automata or accepting $P$ systems are models of dynamically changing systems which are in communication (interaction) with their environments as well. According to this approach, the behaviour of the $P$ automaton is of special interest, which can be interpreted as the set of accepted (consumed) multiset sequences, but also can be defined as the sequence of its configurations following each other. The next question immediately arises: Is there any difference between the so-called input-driven behaviour of the system and the so-called state-driven behaviour of the system. (This question, that is, the difference between the two interpretations of the notion of $P$ automata was asked by György Vaszil.) Continuing this line of considerations, we can ask what about those variants of $P$ automata, which communicate with their environment only by dynamically emerging request, that is, not in each computation step, but if it is necessary. This aspect would lead to asynchronous systems. Another possibility is, to assume communication as a tool for keeping equilibrium, keeping balance in the system. To do this, for example, we can pre-define some constraints that the regions should satisfy (this would mean a balanced situation), and then we can study which amount and which type of communication with the outside world is necessary to satisfy these conditions. Moreover, we can study the robustness or the tolerance of the $P$ system, that is, how much and which kind of changes are caused in the behaviour of the system (in the sequence of its configurations) taking different amount of multisets imported or to be imported from outside into account. In most of the models, an infinite supply of objects is supposed to be found in the environment. The question, what about systems with finite, but dynamically changing (evolving) supplies of objects would also be interesting.
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