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Abstract

In the area of P systems, applying the rules in a maximally parallel way is one of the most common features of many models introduced so far. Whereas the idea of membranes as well as many operations and rules used in membrane systems have a concrete biological background, the universal clock assumed to control the parallel application of rules is unrealistic, but on the other hand relevant for many interesting theoretical results, especially when proving computational completeness and solving hard problems. Based on a quite general definition of tissue P systems, we investigate several models of P systems and compare their computational power in the classic case (i.e., applying the rules in a maximally parallel way) and in the case of applying the rules in an asynchronous (i.e., sequential) way. Moreover, we also recall some results for (tissue) P systems working in an asynchronous way already in the original definition. Finally, we also raise some questions for future research in this subarea of asynchronous P systems.

1 Introduction

When in 1998 Gheorghe Păun in [17] introduced membrane systems (which soon afterwards were called P systems), the way of applying the evolution rules in a maximally parallel way was one of the intrinsic features of this new model. Although biological processes in living organisms happen in parallel, they are not synchronized by a universal clock as assumed in the original model of membrane system, instead many processes involve several objects in parallel, but the processes themselves are carried out in an asynchronous way, which feature formally can be captured by letting these processes happen in a sequential/unsynchronized way.

Many variants of P systems have been investigated so far (see [18] for a comprehensive overview as well as [20] for the actual state of research). We here consider several of these models of P systems, and we assume the reader to be familiar with the original definitions and explanations given for these models, as going into more details would go far beyond the scope of an overview article as this one is intended to be.

Already in his first papers on P systems, the author investigated generalized models of membrane systems with sequential application of (quite complex) rules
(generalized P systems, e.g., see [7], [8], [9]). We will not recall the complex definitions of these systems, as they also used a kind of bounded parallel application of rules, i.e., when applying a complex rule to several objects, the simple rules working together in this complex rule themselves may be consumed, whereas other simple rules become applicable afterwards. Yet the complex rules were applied in a sequential way and in that way were already examples for asynchronous P systems.

In order to show some common features of various more recent models, in the third section we will define a general model of tissue P systems using states for the communication channels between the cells (compare [14]) and priorities on the rules used in these channels as well as with energy assigned to the cell membranes. On the other hand, this general model is only meant for static membrane structures (although we could deal with deletion of elementary membranes), not for dynamic ones (especially, we do not consider membrane division or generation). As long as no dynamic membrane features as membrane division and membrane generation are involved, the graph structure representing the channels between the cells in a tissue P system is just a generalization of the tree structure of the membranes in a classic P system, hence many results known from literature only for classic tree structures of membranes can be directly carried over or at least quite easily be adapted for this general case of tissue P systems.

Based on the general model of tissue P systems defined in the third section, we consider several variants of P systems and tissue P systems known from literature, redefine them in the sense of the general model, and investigate their generative power when applying the rules in a sequential or asynchronous way; for some models we also compare the variant of asynchronous application of rules with the variant of applying the rules in a maximally parallel way.

In the fourth section, we consider P systems with symbol objects and report on some first results on asynchronous P systems already mentioned in [18]. Then we consider the model of tissue(-like) P systems with channel states as defined in [14] which formed the background for definition of the general model of tissue P systems defined in the third section; we show that one-cell tissue P systems with channel states and antiport rules (i.e., asynchronous one-cell tissue P systems with antiport rules) characterize the (Parikh sets of) languages generated by matrix grammars without appearance checking. When using antiport rules transporting symbol objects between the cells and between cells and the environment, respectively, as well as maximal parallelism, we already reach computational completeness with only one membrane (see [13]); on the other hand, asynchronous P systems with antiport rules characterize the sets of numbers recognized by partially blind counter automata (see [15]). (Tissue) P systems with unit rules and energy assigned to (cell) membranes are another example for asynchronous (tissue) P systems (see [11]); for obtaining computational completeness, we need a priority relation on the rules.

In the fifth section, we deal with string objects. We first consider gemmating P systems (see [3], [2], [1]); the rules used there specify on which end of the current string a rule has to be applied, which additional feature allows for the simulation of Post systems in normal form (see [12]); in the same way, computational completeness
can even be obtained with the corresponding model of asynchronous gemmating (tissue) P systems. (Tissue) P systems with splicing rules or cutting/recombination rules by definition are working in an asynchronous way and reach computational completeness with only one cell (again taking advantage of the fact that one can make the rules working at the ends of the strings).

A short summary of the models of (tissue) P systems and of the results, especially for asynchronous (tissue) P systems, exhibited in sections four and five as well as an outlook to future research conclude the paper.

2 Preliminary Definitions

The set of non-negative integers is denoted by \( \mathbb{N} \). An alphabet \( V \) is a finite non-empty set of abstract symbols. Given \( V \), the free monoid generated by \( V \) under the operation of concatenation is denoted by \( V^* \); the empty string is denoted by \( \lambda \), and \( V^* \setminus \{ \lambda \} \) is denoted by \( V^+ \); \( |w| \) denotes the length of the string \( w \in V^* \). For more details on formal language theory we refer to [5] and [21].

A register machine is a construct \( M = (n, R, l_0, l_h) \), where \( n \) is the number of registers, \( R \) is a finite set of instructions injectively labelled with elements from a given set \( \text{lab}(M) \), \( l_0 \) is the initial/start label, and \( l_h \) is the final label.

The instructions are of the following forms:

- \( l_1 : (\text{add}(r), l_2, l_3) \),
  Add 1 to the contents of register \( r \) and proceed to the instruction (labelled with) \( l_2 \) or \( l_3 \). (We say that we have an ADD instruction.)

- \( l_1 : (\text{sub}(r), l_2, l_3) \),
  If register \( r \) is not empty, then subtract 1 from its contents and go to instruction \( l_2 \), otherwise proceed to instruction \( l_3 \). (We say that we have a SUB instruction.)

- \( l_h : \text{halt} \),
  Stop the machine. The final label \( l_h \) is only assigned to this instruction.

Without loss of generality, one can assume that in each ADD instruction \( l_1 : (\text{add}(r), l_2, l_3) \) and in each SUB instruction \( l_1 : (\text{sub}(r), l_2, l_3) \) the labels \( l_1, l_2, l_3 \) are mutually distinct.

A Post system \( G \) (e.g., see [16]) is a construct

\[ (V, T, P, w_0) \]

where

- \( V \) is a set of (non-terminal and terminal) symbols,
- \( T \subseteq V \) is a set of terminal symbols,
\[ P = \{(x_i, y_i) | 1 \leq i \leq n\} \text{ is a set of productions with } (x_i, y_i) \in V^+ \times V^* \text{ for } 1 \leq i \leq n, \text{ and} \]

- \( w_0 \) is the axiom.

The derivation relation \( \Longrightarrow_G \) is defined as follows: For each \((x, y) \in P\), we define the derivation relation \( \Longrightarrow_{(x,y)} \) by \( wx_i \Longrightarrow_{(x,y)} y_i w \) for all \( w \in V^*\), i.e., \( x \) is cut away on the right-hand side of the underlying sentential form and \( y_i \) is inserted on its left-hand side; \( \Longrightarrow_G \) then is the union of all \( \Longrightarrow_{(x,y)} \), i.e., \( \Longrightarrow_G \). Whenever clear from the context, we will only write \( \Longrightarrow \) instead of \( \Longrightarrow_G \). The reflexive and transitive closure of \( \Longrightarrow_G \) is denoted by \( \Longrightarrow^*_G \). The language generated by the Post system \( G \) is the set of all terminal strings derivable from the axiom (in other words, it contains the results of successful computations in \( G \)), i.e.,

\[ L(G) = \{ w \in T^* | w_0 \Longrightarrow^*_G w \} \]

A Post system \((V, T, P, w_0)\) is said to be in normal form if

\[ P = \{(x_i, y_i) | 1 \leq i \leq n\} \]

and, for some \( m \) and \( k \) with \( 0 \leq m \leq k \leq n \),

- \((|x_i|, |y_i|) \in \{(2,1)\} \) for \( 1 \leq i \leq m \),
- \((|x_i|, |y_i|) \in \{(1,2)\} \) for \( m+1 \leq i \leq k \),
- \((|x_i|, |y_i|) \in \{(1,0),(1,1)\} \) for \( k+1 \leq i \leq n \).

For matrix grammars without appearance checking, we have a special normal form: \( G = (N, T, S, M) \) (where \( N \) and \( T \) are the sets of terminal and non-terminal symbols, respectively, \( S \) is the start symbol, and \( M \) is the set of matrices) is said to be in the \textit{f-binary normal form}, if \( N = N_1 \cup N_2 \cup \{S, f\} \), with these three sets being mutually disjoint, and the matrices in \( M \) are in one of the following forms:

1. \( (S \to XA), \text{ with } X \in N_1, A \in N_2, \)
2. \( (X \to Y, A \to x), \text{ with } X, Y \in N_1, A \in N_2, x \in (N_2 \cup T)^*, |x| \leq 2, \)
3. \( (X \to f, A \to x), \text{ with } X \in N_1, A \in N_2, \text{ and } x \in T^*, |x| \leq 2, \)
4. \( (f \to \lambda) \).

Moreover, there is only one matrix of type 1 and only one matrix of type 4, which is only used in the last step of a derivation yielding a terminal result.

### 3 A General Model of Tissue P Systems

The reader is assumed to be familiar with the main ingredients and variants of the basic models of P systems and tissue systems, we especially refer to [18] and the original papers cited there. In this section we define the general model of (tissue)
P systems we are going to use for representing the different models of (tissue) P systems considered in this paper.

A tissue P system (of degree \( m \geq 1 \)) with channel states, priorities on the channel rules and energy assigned to cell membranes (tcpeP system for short) is a construct

\[
\Pi = (m, O, T, K, O_\infty, W, E, ch, (s(i,j), R(i,j), \rho(i,j))_{(i,j) \in ch}, i_0),
\]

where

- \( m \) is the number of cells assumed to be labelled with 1, 2, \ldots, \( m \);
- \( O \) is the alphabet of objects;
- \( T \subseteq O \) is the alphabet of terminal objects;
- \( K \) is the alphabet of states (not necessarily disjoint of \( O \));
- \( O_\infty \) consists of \( m + 1 \) sets of objects indicating those objects from \( O \) that are present in arbitrarily many copies in the environment and the \( m \) cells;
- \( W \) consists of \( m + 1 \) strings over \( O - O_\infty \) representing the initial finite multiset of objects present in the environment and the \( m \) cells of the system;
- \( E \subseteq N^m \) are \( m \) numbers indicating the initial energy values assigned to the cell membranes of the \( m \) cells;
- \( ch \subseteq \{(i,j) \mid i, j \in \{0, 1, 2, \ldots, m\}, (i,j) \neq (0,0)\} \) is the set of links (called synapses in [14]; in the following, we will use the term channels) between two cells or a cell and the environment (indicated by 0);
- \( s(i,j) \) is the initial state of the channel \((i,j) \in ch\);
- \( R(i,j) \) is a finite set of rules, associated with the channel \((i,j) \in ch\), of the form \((s,r,s')\), for some \( s, s' \in K \) and \( r \) being a rule which involves objects in the cells \( i \) and \( j \) and yields new objects in these cells and also involves and possibly changes the energies assigned to these cells \( i \) and \( j \); the rules also have to obey to a priority relation \( \rho(i,j) \), i.e., a rule from \( R(i,j) \) can only be applied if no other rule of higher priority could be applied, too;
- \( i_0 \in \{0, 1, 2, \ldots, m\} \) is the output cell (0 means that the output is to be found in the environment).

A rule of the form \((s,r,s') \in R(i,j)\) changes the state of the channel between the cells \( i \) and \( j \) from \( s \) to \( s' \), it can only be applied if the current state is \( s \). In contrast to the definition of tissue P systems with channel states in [14] where a rule had to be used on each channel for which a rule could be used, we here will consider an asynchronous or even sequential model, i.e., usually in one derivation step only one rule in one channel is applied. Moreover, the channels in this general model are directed, i.e., we distinguish between \( R(i,j) \) and \( R(j,i) \).
The computation starts with the initial configuration specified by \( W, E \), and \((s_{(i,j)})_{(i,j) \in \mathcal{C}}\); in each time unit, one rule is used in one channel. The results of a computation are described either by the multiplicity of symbol objects from \( T \) or by the string objects over \( T \) present in cell \( i_0 \) in a halting configuration or by the terminal strings appearing in cell \( i_0 \) during an arbitrary computation (we will usually restrict ourselves to these variants).

4 (Tissue) P Systems Working on Symbol Objects

In this section we consider several models of (tissue) P systems working on symbol objects. We first recall some results for the original model of P systems when membrane systems were introduced by Gheorghe Păun in [17]. Then we exhibit a result from [14] saying that one-cell tissue P systems with channel states and antiport rules (i.e., asynchronous one-cell tissue P systems with antiport rules) characterize the (Parikh sets of) languages generated by matrix grammars without appearance checking. Moreover, we recall the optimal result (with respect to the number of membranes and the weight of the rules) for P systems with antiport rules for the case of applying rules in the maximally parallel way (e.g., see [13]) as well as mention the result proved in [15] showing that when applying rules in an asynchronous way, only the generative power of partially blind counter automata can be obtained. Finally, we consider (tissue) P systems with unit rules and energy assigned to (cell) membranes, which work in an asynchronous way, but for obtaining computational completeness need a priority relation on the rules.

4.1 The classic model

For the classic model of P systems, we refer to the original article by Gheorghe Păun and the detailed explanations given in [18]. As shown in [10], P systems with catalysts are able to generate any arbitrary recursively enumerable set of numbers with only two catalysts in only one membrane provided we impose the condition of maximal parallelism. On the other hand, one of the first results dealing with asynchronous P systems (see [18], subsection 3.4.5) says that asynchronous P systems with catalysts can only generate regular sets of numbers.

4.2 Tissue P systems with channel states and antiport rules

The background for the definition of the general model of tissue P systems defined in the third section was the model of tissue-like P systems with channel states as defined in [14]. One main difference between the two models is that there for each set \( \{i, j\} \) of cell labels \( i, j \) only for one channel \((i, j) \) or \((j, i) \) a set of rules was defined. We now consider our general model of tissue P systems with channel states and antiport rules (but without energy assigned to cell membranes and without priorities on the rules, therefore we omit specifying these ingredients \( E \) and \( \rho_{(i,j)} \)): A rule of the form \((s, x/y, s') \in R_{(i,j)} \) is interpreted as an antiport rule for the ordered pair \((i, j) \) of cells, acting only if the channel \((i, j) \) has the state \( s \); the application of the rule means moving the objects specified by \( x \) from cell \( i \) (from the environment, if \( i = 0 \) to
cell \( j \), at the same time moving the objects specified by \( y \) in the opposite direction, as well as changing the state of the channel from \( s \) to \( s' \). (The rules with one of \( x, y \) empty are, in fact, symport rules, but we do not explicitly consider here this distinction, as it is not relevant for what follows.) The weight of an antiport rule \( x/y \) is the maximum of the lengths of \( x \) and \( y \). If, at the end of a halting computation, the contents of the final cell labelled by \( i_0 \) consists only of terminal symbols, then the (vector of) numbers represented by the copies of terminal symbols constitutes the result of this successful computation in the tissue P system with channel states and antiport rules.

Based on the results proved in [14] for tissue P systems with channel states and antiport rules we now exhibit a characterization of (Parikh sets of) matrix languages:

**Theorem 1.** Any Parikh set of a language that can be generated by a matrix grammar without appearance checking can be generated by a tissue P system with only one cell, only one channel state and antiport rules of weight two.

**Proof.** Consider a matrix grammar \( G = (N_1 \cup N_2 \cup \{ S, f \}, T, S, M) \) in the \( f \)-binary normal form and construct the tissue P system with channel states and antiport rules

\[
\Pi = (1, O, T, \{ s \}, (O, \emptyset), (\lambda, X_0 A_0 Z), \{(1, 0)\}, (s, R_{(1,0)}), 1),
\]

\[
O = N_1 \cup \{ f \} \cup N_2 \cup T \cup \{ (X, \alpha \beta) \mid X \in N_1 \cup \{ f \}, \alpha, \beta \in N_2 \cup T \},
\]

\[
R_{(1,0)} = \{(s, XA/Yx, s) \mid (X \rightarrow Y, A \rightarrow x) \in M \}
\]

\[
\cup \{(s, XA/Y(\alpha_1 \alpha_2), s), (s, (Y, \alpha_1 \alpha_2)/\alpha_1 \alpha_2, s) \mid (X \rightarrow Y, A \rightarrow \alpha_1 \alpha_2) \in M, X \in N_1, Y \in N_1 \cup \{ f \}, A \in N_2, \alpha_1, \alpha_2 \in N_2 \cup T \}
\]

\[
\cup \{(s, \alpha/\alpha, s) \mid \alpha \in N_1 \cup N_2 \} \cup \{(f, \lambda/Z, f)\},
\]

where \( (S \rightarrow X_0 A_0) \) is the initial matrix of \( M \).

The state plays no rôle, the matrices of \( M \) are simulated by the antiport rules. As long as at least one non-terminal symbol from \( N_1 \cup N_2 \) is present, the computation must continue. Obviously, \( \Pi \), by halting computations, generates exactly the same numbers (in cell 1) as \( G \). \qed

As shown in [14], for tissue P systems with only one cell also the converse of the preceding theorem holds true, i.e., any Parikh set of a language that can be generated by a one-cell tissue P system with channel states and antiport rules can be generated by a matrix grammar without appearance checking (we here omit the proof which could be an adequate adaptation of the proof given in [14]).

### 4.3 P systems with antiport rules

The preceding results have shown that with asynchronous (tissue) P systems with antiport rules and only one cell we can only get (Parikh sets of) matrix languages.
With imposing the condition of maximal parallelism, we obtain full computational power. The proof of the following theorem follows the proof given in [13]; for the representation of the P system we take a similar model as before in the proof of Theorem 1, but we omit the state and when applying the rules have in mind the condition of maximal parallelism:

**Theorem 2.** Any Parikh set of a recursively enumerable language can be generated by a P system with only one cell (membrane) and antiport rules of weight two.

**Proof.** For a given register machine \( M = (n, R, l_0, l_b) \) we consider \( \text{lab}(M) \) to be the set of instruction labels and the alphabet \( U = \{a_1, \ldots, a_m\} \) (the symbol \( a_i \) is associated with register \( i \) and the contents of this register will be represented by the multiplicity of object \( a_i \) in the P system we are going to construct); we now construct the P system

\[
\Pi = (1, O, T, (O, \emptyset), (\lambda, l_0), \{(1, 0)\}, R_{(1, 0)}, 1),
\]

\[
O = U \cup \{l, l', l'', l''' | l \in \text{lab}(M)\},
\]

\[
R_{(1, 0)} = \{(l_1, \text{out}; l_2 a_r, \text{in}), (l_1, \text{out}; l_3 a_r, \text{in}) | l_1 : (\text{add}(r), l_2, l_3) \in R\}
\]

\[
\cup \{(l_1', \text{out}; l_1''', \text{in}),
\]

\[
(l_1''', \text{out}; l_1''),
\]

\[
(l_1'', \text{out}; l_1'''),
\]

\[
(l_1', \text{out}; l_1'', \text{in}),
\]

\[
(l_1'', \text{out}; l_1''', \text{in}),
\]

\[
| l_1 : (\text{sub}(r), l_2, l_3) \in R\}.
\]

We start with \( l_0 \) present in the system, and then we simulate \( M \):

Each add-instruction \( l_1 : (\text{add}(r), l_2, l_3) \) of \( M \) is simulated by means of a rule \( (l_1, \text{out}; l_2 a_r, \text{in}) \) or a rule \( (l_1, \text{out}; l_3 a_r, \text{in}) \) in \( \Pi \), while a subtract-instruction \( l_1 : (\text{sub}(r), l_2, l_3) \in R \) is simulated as follows. The available object \( l_1 \) is sent out, in exchange of \( l_1' \) and \( l_1'' \). The first object checks whether the register is non-empty, and in the affirmative case it exits the system (together with a copy of \( a_r \)) and is replaced by \( l_1''' \); if no copy of \( a_r \) is available, then \( l_1'' \) remains in the system and waits. The object \( l_1''' \) checks what the other object has done, allowing it a step for acting (this is the step when the rule \( (l_1', \text{out}; l_1''', \text{in}) \) is used). The object \( l_1''' \) will find inside either one of the objects \( l_1' \) (if the register \( r \) was empty) and \( l_1''' \) (if the register \( r \) was not empty), and in each case the next object to be introduced in the system, \( l_3 \) or \( l_2 \), respectively, is the correct label to be used in the program of \( M \). Hence, halting computations in the P system \( \Pi \) generate the same numbers as \( M \).

\[\Box\]

In the case of asynchronous P systems with antiport rules, we obtain a characterization of the family languages generated by partially blind counter automata (see [15]).

### 4.4 (Tissue) P systems with unit rules and energy assigned to (cell) membranes

In [11] P systems with unit rules and energy assigned to (cell) membranes were introduced as an asynchronous model of P systems, too; adapting the definitions
given there, we get the following definition (we omit the states and $O_{\infty}$, because all symbols are assumed to occur in a finite number only):

A **tissue $P$ system with unit rules and energy assigned to cell membranes (of degree $m$)** is a construct

$$\Pi = (m, O, T, W, E, ch, (R_{(i,j), \rho_{(i,j)}}, \rho_{(i,j)})_{(i,j) \in ch})$$

where the rules in the sets $R_{(i,j)}$ are of the form $(a, b, \Delta e_i, \Delta e_j)$ with $a, b \in O$, and $|\Delta e_i|$ and $|\Delta e_j|$, respectively, is the amount of energy that - for $\Delta e_i \geq 0$ and $\Delta e_j \geq 0$ - is added to or - for $\Delta e_i < 0$ and $\Delta e_j < 0$ - is subtracted from $e_i$ and $e_j$, respectively (the energy assigned to cell $i$ and $j$, respectively) by the application of the rule which in addition moves an object $a$ from cell $i$ to cell $j$ thereby changing it to $b$. Observe that negative values for the energy assigned to a cell are not allowed. We restrict ourselves to a general priority relation $\rho$ on the rules saying that the rules with maximal value for $|\Delta e_i + \Delta e_j|$ have to be applied.

In contrast to other models, the output values have nothing to do with the objects in some specific cell, but are constituted by the energy values assigned to the cell membranes at the end of a halting computation.

The following theorem is an immediate consequence of the corresponding proof given in [11]:

**Theorem 3.** Let $L \subseteq \mathbb{N}^\beta$ be a recursively enumerable set of (vectors of) nonnegative integers. Then $L$ can be generated by a tissue $P$ system with unit rules and energy assigned to cell membranes with (at most) $\beta + 2$ cells.

**Proof.** Consider a register machine $M = (m, P, 1, n)$ with $m$ registers, where $m = \beta + 2$, and $lab(M)$ to be the set of instruction labels. The output values from $M$ are expected to be in registers 1 to $\beta$ at the end of a successful computation. Moreover, without loss of generality, we may assume that at the beginning of a computation all the registers contain zero.

We construct the tissue $P$ system

$$\Pi = (m, O, \{p_n\}, W, E, ch, (R_{(i,j), \rho_{(i,j)}}, \rho_{(i,j)})_{(i,j) \in ch})$$

with

- $O = \{p_j, \tilde{p}_j\}_{1 \leq j \leq n, j \in lab(M)}$,
- $W = (p_1, \lambda, ..., \lambda)$,
- $E = (0, ..., 0)$,
- $ch = \{(0, i), (i, 0) | 1 \leq i \leq m\}$,
- $R_{(0,i)} = \{(p_j, \tilde{p}_j, 0, 0) | j : (add(i), k, l) \in P\}$
  $\cup \{(p_j, \tilde{p}_j, 0, 0) | j : (sub(i), k, l) \in P\}$
  for $1 \leq i \leq m$,
- $R_{(i,0)} = \{(\tilde{p}_j, p_k, 1, 0), (\tilde{p}_j, p_i, 1, 0) | j : (add(i), k, l) \in P\}$
  $\cup \{(\tilde{p}_j, p_k, -1, 0), (\tilde{p}_j, p_i, 0, 0) | j : (sub(i), k, l) \in P\}$
  for $1 \leq i \leq m$.

The contents of register $i$, $1 \leq i \leq m$, is represented by the energy value $e_i$ of membrane $i$.

The sets of rules $R_i$ depend on the instructions of $P$; in more detail, the simulation works as follows:
1. Each add-instruction \( j : (\text{add} (i), k, l) \in P, 1 \leq i \leq m \) is simulated in two steps by using the rules \((p_j, \tilde{p}_j, 0, 0)\) and \((\tilde{p}_j, p_k, 1, 0)\), \((\tilde{p}_j, p_l, 1, 0)\).

2. Each conditional subtract-instruction \( j : (\text{sub} (i), k, l) \in P \) is simulated in two steps by the rules \((p_j, \tilde{p}_j, 0, 0)\) as well as \((\tilde{p}_j, p_k, -1, 0)\) or \((\tilde{p}_j, p_l, 0, 0)\).

The condition of priority guarantees that \((\tilde{p}_j, p_k, -1, 0)\) is applied as long as \(e_i\) has a positive value. Only if in the current configuration \(e_i = 0\), i.e., register \(i\) is empty, the rule \((\tilde{p}_j, p_l, 0, 0)\) can be used.

It follows from the description given above that after each simulation of an instruction each energy value \(e_i\) equals the contents of register \(i\), \(1 \leq i \leq m\). Hence, after having simulated the halt instruction labelled by \(n\) and halting the system by just doing nothing with the halting symbol \(p_n\) anymore, the energy values \(e_1, \ldots, e_m\) equal the output of the program \(P\). The only object remaining within the system is the final label \(p_n\) in region 0.

Without priorities, we only get a characterization of (Parikh sets of) languages generated by matrix languages without appearance checking (see the corresponding proofs in [11]).

5 (Tissue) P Systems Working on String Objects

In this section we consider (tissue) P systems working on string objects. As a specific model, we consider gemmating P systems which, in contrast to the original definitions given in [3] (also see [2] and [1]) turns out to reach computational completeness in the asynchronous case, too; in the setting of the general model of this paper, the number of cells can even be reduced to two. Moreover, we also mention some universality results when using molecular operations as splicing or cutting/recombination in asynchronous (tissue) P systems.

5.1 Gemmating P Systems

The model of gemmating P systems first was examined in [3] and is abstracted from the way bigger substances like proteins are moved across cell membranes by means of vesicles, i.e., some string objects can be transported in a mobile membrane to a target membrane and then being fused with it. For more detailed explanations we refer to [3], [2], and [1]. We only define a restricted variant of the general model considered there:

An (extended) gemmating P system is a construct

\[
\Pi = (V, T, \mu, M_1, \ldots, M_n, D_1, \ldots, D_n),
\]

where

- \( V \) is an alphabet,
• $T \subseteq V$ is the terminal alphabet,
• $\mu = [0_1 \ldots 1_n]_0$ is a membrane structure of depth 2 and degree $n + 1$,
• $M_i$, $1 \leq i \leq n$, are finite multisets of strings over $V$,
• $D_i$, $1 \leq i \leq n$, are sets of pre-dynamic evolution rules associated with membrane $i$, i.e., sets of mutation rules of the form $a \rightarrow v$ with $a \in V$ and $v \in V^* \{ @_j \} \cup \{ @_j \} V^*$ where $@_j \notin V$, $0 \leq j \leq n$ and $i \neq j$. (Note that the special symbol $@_j$ can only appear on either end of the string).

Starting from an initial configuration consisting of $\mu$ and $M_i$, $1 \leq i \leq n$, in membrane $i$, the system proceeds from one configuration to the next one by non-deterministically applying the rules in the sets $D_i$, $1 \leq i \leq n$, in a maximally parallel way: A string can only be rewritten by one rule per step and the resulting strings then are transported by mobile membranes to the membranes specified by the target indications given by $@_j$, i.e., in sum, applying the rule $a \rightarrow u@_j$ ($a \rightarrow @_j u$) in membrane $i$, $i \neq j$, to a string $w a$ ($a w$) means removing this string from membrane $i$ and instead adding the string $w u$ ($u w$) in membrane $j$ in case $j \geq 1$, whereas for $j = 0$ this means that the string is sent out of the system. The language generated by the (extended) gemmating $P$ system is considered to be the set of terminal strings that have been sent out of the system during a halting computation.

In the general model defined above, an extended gemmating $P$ system can be represented as a gemmating tissue $P$ system

$$\Pi = (m, O, T, W, ch, (R_{(i,j)}))_{(i,j) \in ch}, 0),$$

where we have omitted $O_\infty$, because $(O_\infty)_i = \emptyset$, $1 \leq i \leq m$, as well as $E$, because we do not use energies assigned to the cell membranes, and we also omitted $K$, $s_{(i,j)}$ and $\rho_{(i,j)}$, because we do not need states (in fact, we use only one steady state) and we also do not need priorities on the rules.

A rule $a \rightarrow u@_j$ ($a \rightarrow @_j u$) in $D_i$ in the extended gemmating $P$ system now means putting the rule $a \rightarrow u@$ ($a \rightarrow @ u$) into $R_{(i,j)}$ in the gemmating tissue $P$ system. As results of computations in gemmating tissue $P$ systems we take the terminal strings appearing in the environment at any derivation step.

The proof of the following result follows the proof given in [12]:

**Theorem 4.** For every recursively enumerable string language $L$ there exists a gemmating tissue $P$ system $\Pi$ with (at most) three cells such that $L(\Pi) = L$.

**Proof.** We take a Post system in normal form $G = (V, T, P, w_0)$ which generates $L$. Then we construct the gemmating tissue $P$ system

$$\Pi = (3, V_\Pi, T, W, ch, (R_{(1,2)}, R_{(1,3)}, R_{(2,1)}, R_{(3,0)}, R_{(3,1)}), 0)$$

having the following components:
\[ V_{\Pi} = V \cup \{(\epsilon, i), (\lambda, i) \mid 0 \leq i \leq n + m\} \cup \{\lambda_i \mid 1 \leq i \leq k\} \]
\[ W = (\lambda, w_0, \lambda, \lambda), \]
\[ ch = \{(1, 2), (1, 3), (2, 1), (3, 0), (3, 1)\}, \]
\[ R_{(1,2)} = \{x_i \rightarrow (\epsilon, i) @ \mid m + 1 \leq i \leq n\} \]
\[ \cup \{x_{i,2} \rightarrow (\epsilon, i) @_x \rightarrow (\epsilon, n + i) @ \mid 1 \leq i \leq m\} \]
\[ \cup \{(\epsilon, j) \rightarrow (\epsilon, j - 1) @ \mid n + m \geq j \geq 1\}, \]
\[ R_{(1,3)} = \{(\lambda, 0) \rightarrow @\lambda\}, \]
\[ R_{(2,1)} = \{E \rightarrow @ (\lambda, i) E y_i \mid m + 1 \leq i \leq n, E \in V\} \]
\[ \cup \{E \rightarrow @ (\lambda_i, i) E \mid 1 \leq i \leq m, E \in V\} \]
\[ \cup \{\lambda_i \rightarrow @ (\lambda, n + i) y_i \mid 1 \leq i \leq m\} \]
\[ \cup \{(\lambda, j) \rightarrow @ (\lambda_i, j - 1) \mid m \geq j \geq 1\} \]
\[ \cup \{(\lambda_i, j) \rightarrow @ (\lambda, j - 1) \mid n + m \geq j \geq 1\}, \]
\[ R_{(3,0)} = \{(\lambda, 0) \rightarrow @\lambda\}, \]
\[ R_{(3,1)} = \{(\lambda, 0) \rightarrow @\lambda\} \cup \{(\lambda, i, 0) \rightarrow @\lambda_i \mid 1 \leq i \leq m\}. \]

The main idea for simulating a rule from \( G \) in \( \Pi \) has already quite often been used in the area of P systems: For the rules \((x_i, y_i)\) with \(m + 1 \leq i \leq n\), we only have to erase one symbol on the right-hand side of the current string \( w x_i \) by the rule \( x_i \rightarrow (\epsilon, i) @ \) in \( R_{(1,2)} \), which string now on the left-hand side gets the corresponding substring \( y_i \) by the application of the rules \( E \rightarrow @ (\lambda, i) E y_i \) from \( R_{(2,1)} \); the resulting string \((\lambda, i) y_i w (\epsilon, i)\) is sent back to cell 1. By applying the rules \((\epsilon, j) \rightarrow (\epsilon, j - 1) @ \) from \( R_{(1,2)} \) and \((\lambda, j) \rightarrow @ (\lambda, j - 1) \) from \( R_{(2,1)} \) the string oscillates between cells 1 and 2 until the indices of \( \epsilon \) and \( \lambda \) reach 0. By applying the rule \((\epsilon, 0) \rightarrow \lambda @ \) (from \( R_{(1,3)} \)) and the rule \((\lambda, 0) \rightarrow @ \lambda \) (from \( R_{(3,1)} \)) we finally obtain the string \( y_i w \), i.e., we have successfully simulated the application of the rule \((x_i, y_i)\).

If in the second step of the simulation, i.e., when applying a rule \( E \rightarrow @ \lambda_j E y_j \) from \( R_{(2,1)} \), we do not choose the same index as when applying the rule \( x_1 \rightarrow (\epsilon, i) @ \) from \( R_{(1,2)} \) in the first step, then the simulation will stop either in cell 2 (in case \( i > j \)) with \((\lambda, 0) y_i w (\epsilon, i - j)\) or in cell 3 (in case \( i < j \)) with \((\lambda, j - i) y_i w (\epsilon, 0)\) without having sent out a string.

Rules \((x_i, y_i)\) with \(1 \leq i \leq m\) are simulated in two cycles, the first cycle starting with the rules \( x_{i,2} \rightarrow (\epsilon, i) @ \) (from \( R_{(1,2)} \)) and \( E \rightarrow @ (\lambda_i, i) E \) (from \( R_{(2,1)} \)). This time we have to remember in \( \lambda_i \) of \((\lambda, i)\) which rule of \( G \) we are going to simulate, hence, after decrementing the indices of \((\epsilon, i)\) and \((\lambda, i)\) (by the rules \((\epsilon, j) \rightarrow (\epsilon, j - 1) @_2 \) and \((\lambda, j) \rightarrow @ (\lambda_i, j - 1) \), from \( R_{(1,2)} \) and \( R_{(2,1)} \), respectively) we reach cell 3 with \((\lambda, 0)\) and can apply the rule \((\lambda, 0) \rightarrow @ \lambda_i \) from \( R_{(3,1)} \). Now the rule \( x_{i,1} \rightarrow (\epsilon, n + i) @ \) from \( R_{(1,2)} \) has to be applied so that after the application of the rule \((\lambda_i, 0) \rightarrow @ (\lambda, n + i) y_i \) (from \( R_{(2,1)} \)) again the checking phase with oscillating between cells 1 and 2 can start. Observe that now we have to use \( n + i \) as starting level for checking the correct erasing of \( x_{i,1} \) and not \( i \) in order not to be confused with the process for the first symbol \( x_{i,2} \).

If the rule applied in \( \Pi \) in the last step of the simulation of a rule from the Post system \( G \) is \((\lambda, 0) \rightarrow @ \lambda \) from \( R_{(3,1)} \) then (possibly) we may continue with simulating another rule from \( G \) (if no such rule exists, we halt without having sent out any
string); otherwise, we may assume that the computation in $G$ has finished with the rule just simulated and therefore apply the rule from $R_{(3,0)}$, i.e., $(\lambda, 0) \rightarrow @\lambda$. By applying this rule, the computation in $\Pi$ halts, because the current string is sent out; it contributes to $L(G)$ if and only if it consists of terminal symbols only. In sum, a halting computation in $\Pi$ yields a terminal string if and only if this string is the result of a successful computation in $G$, hence, $L(\Pi) = L(G)$. This observation concludes the proof.

The preceding proof shows that, in contrast to the original definition of gemmating $\mathbb{P}$ systems, we do not need maximal parallelism; instead, throughout any computation, there is exactly one string in the system, and when this string is sent out (contributing to the generated language if and only if it consists of terminal symbols), the computation halts in any case. If we start with an arbitrary number of axioms $w_0$, then each copy may evolve according to the rules given in the proof, and we may take each terminal string sent out during any computation (halting or non-halting) as the result of a successful computation in the gemmating tissue $\mathbb{P}$ system. The derivation of different strings happens in a completely unsynchronized way, and we even may assume that in one derivation step of the gemmating tissue $\mathbb{P}$ systems several strings are affected by (possibly different) rules in parallel.

Taking advantage of the more general definition, we can improve the result proved for gemmating tissue $\mathbb{P}$ systems with respect to the number of cells needed to obtain computational completeness:

**Corollary 5.** For every recursively enumerable string language $L$ there exists a gemmating tissue $\mathbb{P}$ system $\Pi'$ with (at most) two cells such that $L(\Pi') = L$.

**Proof.** Take the gemmating tissue $\mathbb{P}$ system

$$\Pi = (3, V_\Pi, T, W, ch, (R_{(1,2)}, R_{(1,3)}, R_{(2,1)}, R_{(3,0)}, R_{(3,1)}, 0)$$

and define the corresponding reduced gemmating tissue $\mathbb{P}$ system

$$\Pi' = (2, V'_\Pi, T, W', ch', (R'_{(0,1)}, R'_{(1,0)}, R'_{(1,2)}, R'_{(2,1)}), 0)$$

with

- $V'_\Pi = V_\Pi \cup \{\lambda_{out}\}$,
- $W' = (\lambda, w_0, \lambda)$,
- $ch' = \{(0, 1), (1, 0), (1, 2), (2, 1)\}$,
- $R'_{(0,1)} = R_{(3,1)} \cup \{(\lambda, 0) \rightarrow @\lambda_{out}\}$,
- $R'_{(1,0)} = R_{(1,3)} \cup \{\lambda_{out} \rightarrow @\lambda\}$,
- $R'_{(1,2)} = R_{(1,2)}$,
- $R'_{(2,1)} = R_{(2,1)}$.

In some sense, we take the environment as the third cell. Instead of applying $(\lambda, 0) \rightarrow @\lambda$ from $R_{(3,0)}$ in order to get a terminal string, we now have to apply $(\lambda, 0) \rightarrow @\lambda_{out}$ from $R'_{(0,1)}$ and $\lambda_{out} \rightarrow @\lambda$ from $R'_{(1,0)}$. The other details of the preceding proof remain unchanged.

\[\square\]
5.2 (Tissue) P systems with splicing or cutting/ recombination rules

P systems with splicing or cutting/recombination rules were considered in [6], see there for detailed definitions and explanations. Expressed in the general model used in this paper, we deal with (tissue) P systems using splicing or cutting/recombination rules as the rules used in the channels. For obtaining computational completeness, we do not need states, energy assigned to membranes or priorities on the rules, and moreover, only one cell is needed. The proofs given in [6] can directly be expressed in the notions of this article, hence, we do not repeat the extensive definitions and proofs given there and state the following result without proof:

Proposition 6. For every recursively enumerable string language \( L \) there exists a one-cell tissue P system with splicing or cutting/recombination rules generating \( L \).

We should like to stress the fact that the derivation of an arbitrary number of initial strings (the axioms are available in an unbounded number) happens in a completely unsynchronized way; in fact, we could even assume that several strings are affected even in a parallel manner (but without enforcing maximal parallelism).

6 Summary and Future Research

From the big variety of (tissue) P systems, we could only investigate a small number for the case of applying rules not in the maximally parallel way, but instead in a sequential or asynchronous way. A strict interpretation of the sequential way of applying rules says that in each step exactly one rule is applied and the next rule can only be applied after finishing the previous step. In a more natural sense, an asynchronous way of applying rules allows for the application of an arbitrary number of rules in parallel, but does not enforce maximality. In most cases, there is no real difference between strict sequential and asynchronous application of rules, hence, the notion asynchronous P system or asynchronous tissue P system in fact will cover most of the models of P systems and tissue P systems, respectively, where the rules are not applied in a maximally parallel way.

The feature of applying rules in a maximally parallel way seems to be essential for obtaining universal computational power in many cases, at least when dealing with symbol objects: \( P \) systems with catalysts are able to generate any arbitrary recursively enumerable set of numbers with only two catalysts in only one membrane (see [10]), whereas asynchronous \( P \) systems with catalysts can only generate regular sets of numbers (see [18], subsection 3.4.5). Tissue \( P \) systems with channel states and antiport rules with only one cell work in an asynchronous way and thus only allow for a characterization of matrix languages (without appearance checking). \( P \) systems with antiport rules are computationally complete with only one membrane (e.g., see [13]), and, due to the cooperative nature of these rules, asynchronous \( P \) systems with antiport rules can generate any set of numbers which can be obtained by partially blind counter automata (see [15]). (Tissue) \( P \) systems with unit rules and energy assigned to (cell) membranes are another example for asynchronous
(tissue) P systems (see [11]); for obtaining computational completeness, we need a priority relation on the rules. In sum, we made the observation that for most models of (tissue) P systems working on symbol objects considered in the literature of membrane systems so far, the feature of applying the rules in a maximally parallel way is essential for obtaining computational completeness or else some other powerful feature has to be used (e.g., priorities), which somehow is not too surprising, because in most proofs to be found in literature this feature is needed for capturing the feature of appearance checking when simulating matrix grammars or the feature of checking the contents of a register for zero when simulating register machines.

When dealing with string objects, some small additional ingredients allow to obtain computational completeness even with asynchronous (tissue) P systems: For example, gemmating P systems (see [3], [2], [1]) specify on which end of the current string a rule has to be applied, which additional feature allows for the simulation of Post systems in normal form (see [12]) and in that way for obtaining computational completeness even with the corresponding model of asynchronous (tissue) P systems. (Tissue) P systems with splicing rules or cutting/recombination rules are working in an asynchronous way and reach computational completeness with only one cell (again taking advantage of the fact that one can make the rules working at the ends of the strings).

Many topics remain for future research, for example, we have not investigated the accepting variants of P systems (P automata) considered in this paper. Moreover, many other models of (tissue) P systems not considered in this article (e.g., one may simply consider some variants of the big variety of remaining models of membrane systems described in the book of Gheorghe Păun, [18]) deserve to be investigated for the case of asynchronous application of rules, too. Finally, other new variants, already from the beginning omitting the feature of a universal clock (e.g., see [22]) and relying on an asynchronous way for the application of rules (e.g., see [4]), promise interesting new results and applications for the future.
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